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Why

We present PlainMamba: a simple non-hierarchical state space model (SSM) designed for general visual recognition.

● Transformers are expensive: quadratic cost 

of attention.

● State-Space Models (SSM) provide long 

context lengths with linear complexity to 

input sequence length.

○ Recently, Mamba architecture was able to 

scale to sizes and performances of 

modern transformer-based LLMs

● There is now a need for adapting Mamba 

into the visual domain

Method

Results

● We evaluate PlainMamba on downstream tasks:classification, semantic segmentation, object detection

● We  provide  three  PlainMamba  model  variants  for  different  parameter  sizes:  7M,  25M,  50M.

● We observe efficiency gains (FLOPs, Mb) for high-resolution inputs compared to vision transformers.
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Figure 1: Although hierarchical encoders demonstrate superior accuracy, the plain non-hierarchical models have had more 
widespread use because of their simple structure. We investigate the potential of the plain Mamba model in visual recognition.

Figure 2a. Architecture of PlainMamba Figure 2b. PlainMamba Block Architecture Figure 2c. Direction-Aware Updating

Figure 3. Comparison between our Continuous 2D Scanning and the selective scan orders in ViM and VMamba

Figure 4. Efficiency comparison between PlainMamba and DeiT

Architecture

● PlainMamba has a non-hierarchical design:

○ A convolution tokenizer

○ A stack L identical PlainMamba blocks

○ A task-specific head for downstream tasks

● The model maintains:

○ constant width throughout the layers

○ constant feature resolution

making it easy to reuse and easy to scale.

Figure 5. Comparison between PlainMamba and 

SSMs on ADE20K Semantic Segmentation
Figure 5. Comparison between PlainMamba and 

SSMs on ImageNet-1K (*denotes best epoch result)

PlainMamba Block

● We introduce the PlainMamba block:

○ Continuous 2D Scanning process

■ to improve spatial continuity by ensuring 

adjacency of tokens

○ Direction-Aware Updating

■ to discern spatial relations of tokens by 

encoding directional information

○ Removal of special tokens (CLS)
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